
©
 K

LM
H

Li
en

ig1

Course Introduction

CSC688E: Algorithms for VLSI Design Automation



©
 K

LM
H

Li
en

ig

Textbook

2

Authors:

Andrew B. Kahng, Jens Lienig, Igor L. Markov, Jin Hu



©
 K

LM
H

Li
en

ig3

Lecture 1

1.1 Electronic Design Automation (EDA)

1.2 VLSI Design Flow

1.3 VLSI Design Styles

1.4 Layout Layers and Design Rules

1.5 Physical Design Optimizations

1.6 Algorithms and Complexity

1.7 Graph Theory Terminology

1.8 Common EDA Terminology 



©
 K

LM
H

Li
en

ig4

1.1 Electronic Design Automation (EDA)

Moore’s Law
In 1965, Gordon Moore (Fairchild) 
stated that the number of 
transistors on an IC would double 
every year. 10 years later, he 
revised his statement, asserting 
that they double every 18 months. 
Since then, this “rule” has been 
famously known as Moore’s Law.
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a two-mil square can also contain several kilohms of resis-
tance or a few diodes.  This allows at least 500 components
per linear inch or a quarter million per square inch. Thus,
65,000 components need occupy only about one-fourth a
square inch.

On the silicon wafer currently used, usually an inch or
more in diameter, there is ample room for such a structure if
the components can be closely packed with no space wasted
for interconnection patterns.  This is realistic, since efforts to
achieve a level of complexity above the presently available
integrated circuits are already underway using multilayer
metalization patterns separated by dielectric films.  Such a
density of components can be achieved by present optical
techniques and does not require the more exotic techniques,
such as electron beam operations, which are being studied to
make even smaller structures.

Increasing the yield
There is no fundamental obstacle to achieving device

yields of 100%.  At present, packaging costs so far exceed
the cost of the semiconductor structure itself that there is no
incentive to improve yields, but they can be raised as high as

is economically justified.  No barrier exists comparable to
the thermodynamic equilibrium considerations that often  limit
yields in chemical reactions; it is not even necessary to do
any fundamental research or to replace present processes.
Only the engineering effort is needed.

In the early days of integrated circuitry, when yields were
extremely low, there was such incentive.  Today ordinary in-
tegrated circuits are made with yields comparable with those
obtained for individual semiconductor devices.  The same
pattern will make larger arrays economical, if other consid-
erations make such arrays desirable.

Heat problem
Will it be possible to remove the heat generated by tens

of thousands of components in a single silicon chip?
If we could shrink the volume of a standard high-speed

digital computer to that required for the components them-
selves, we would expect it to glow brightly with present power
dissipation.  But it wonít happen with integrated circuits.
Since integrated electronic structures are two-dimensional,
they have a surface available for cooling close to each center
of heat generation.  In addition, power is needed primarily to
drive the various lines and capacitances associated with the
system.  As long as a function is confined to a small area on
a wafer, the amount of capacitance which must be driven is
distinctly limited.  In fact, shrinking dimensions on an inte-
grated structure makes it possible to operate the structure at
higher speed for the same power per unit area.

Day of reckoning
Clearly, we will be able to build such component-

crammed equipment.  Next, we ask under what circumstances
we should do it.  The total cost of making a particular system
function must be minimized.  To do so, we could amortize
the engineering over several identical items, or evolve flex-
ible techniques for the engineering of large functions so that
no disproportionate expense need be borne by a particular
array.  Perhaps newly devised design automation procedures
could translate from logic diagram to technological realiza-
tion without any special engineering.

It may prove to be more economical to build large
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1.1 Electronic Design Automation (EDA)

Impact of EDA technologies on 
overall IC design productivity and 
IC design cost
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1.1 Electronic Design Automation (EDA)

Design for Manufacturability (DFM), optical proximity correction 
(OPC), and other techniques emerge at the design-manufacturing 
interface. Increased reusability of blocks, including intellectual 
property (IP) blocks. 

2000 - now

First over-the-cell routing, first 3D and multilayer placement and 
routing techniques developed. Automated circuit synthesis and 
routability-oriented design become dominant. Start of parallelizing 
workloads. Emergence of physical synthesis.

1990 -2000

First performance-driven tools and parallel optimization algorithms 
for layout; better understanding of underlying theory (graph theory, 
solution complexity, etc.).

1985 -1990

More advanced tools for ICs and PCBs, with more sophisticated 
algorithms.

1975 -1985

Layout editors, e.g., place and route tools, first developed for 
printed circuit boards.

1965 -1975

Manual design only.1950 -1965

Circuit and Physical Design Process AdvancementsTime Period
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1.2 VLSI Design Flow

ENTITY test is
port a: in bit;

end ENTITY test;

DRC
LVS
ERC

Circuit Design

Functional Design
and Logic Design

Physical Design

Physical Verification
and Signoff

Fabrication

System Specification

Architectural Design

Chip

Packaging and Testing

Chip Planning

Placement

Signal Routing

Partitioning

Timing Closure

Clock Tree Synthesis
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1.3 VLSI Design Styles

Layer Palette

Mouse Buttons Bar

Layout Windows

Drawing Tools

Cell Browser

Status Bar

ToolbarMenu Bar

Text Windows

Layout editor

Locator
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1.3 VLSI Design Styles

Common digital cells

IN OUT

0 1
1 0
1 0
1 1

OR INV NORNANDAND

IN1 IN2 OUT

0 0 0
1 0 0
0 1 0

1 1 1

IN1 IN2 OUT

0 0 0
1 0 1
0 1 1

1 1 1

IN1 IN2 OUT

0 0 1
1 0 0
0 1 0

1 1 0

IN1 IN2 OUT

0 0 1
1 0 1
0 1 1

1 1 0
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1.3 VLSI Design Styles

Vdd

GND

OUT
IN2

IN1
OUTIN2

IN1

OUTIN1

Vdd

GND

IN2

Contact 

Diffusion layer 

p-type
transistor

n-type
transistor

Metal layer 

Poly layer
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1.3 VLSI Design Styles

Power (Vdd)-Rail

Ground (GND)-Rail

Contact 

Vdd

GND

OUT
IN2

IN1
OUTIN2

IN1

OUTIN1

Vdd

GND

IN2

Diffusion layer 

p-type
transistor

n-type
transistor

Metal layer 

Poly layer
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1.3 VLSI Design Styles

Standard cell layout with 
a feedthrough cell

A

GND

Feedthrough
Cell

Pad Ground 
Pad

Routing 
Channel

Standard 
Cells

Power 
Pad

GND

Pad Ground 
Pad

Standard 
Cells

Power 
Pad

A’

A

A’

VDD VDD

Standard cell layout using 
over-the-cell (OTC routing
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1.3 VLSI Design Styles

Layout with macro cells

Pad

GND

PLA
RAM

Standard Cell 
Block

RAM

PLA

Routing Regions

VDD
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1.3 VLSI Design Styles

Field-programmable gate 
array (FPGA)

LB LB LB

SB SB

LB LB LB

SB SB

LB LB LB

LB LB LB

SB SB

LB LB LB

SB SB

LB LB LB

LB LB

SB SB

LB LB LB

SB SB

LB LB LB

Logic Element

Switchbox

LB

Connection
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1.4 Layout Layers and Design Rules

Layout layers of an inverter cell 
with external connections

Contact

Metal1 

polysilicon

p/n diffusion

Vdd

GND

Via 

Metal2 

Inverter Cell

External 
Connections ©
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1.4 Layout Layers and Design Rules

• Size rules, such as minimum width: The dimensions of any component (shape), 
e.g., length of a boundary edge or area of the shape, cannot be smaller than given 
minimum values. These values vary across different metal layers.

• Separation rules, such as minimum separation: Two shapes, either on the same 
layer or on adjacent layers, must be a minimum (rectilinear or Euclidean diagonal) 
distance apart.

• Overlap rules, such as minimum overlap: Two connected shapes on adjacent layers 
must have a certain amount of overlap due to inaccuracy of mask alignment to 
previously-made patterns on the wafer.

Categories of design rules
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1.4 Layout Layers and Design Rules

Categories of design rules

Minimum Width: a            

Minimum Separation: b, c, d 
Minimum Overlap: e           

a

d

c

l

b

e

l: smallest meaningful technology-
dependent unit of length
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1.5 Physical Design Optimizations

• Technology constraints enable fabrication for a specific technology node and are 
derived from technology restrictions. Examples include minimum layout widths and 
spacing values between layout shapes.

• Electrical constraints ensure the desired electrical behavior of the design. Examples 
include meeting maximum timing constraints for signal delay and staying below 
maximum coupling capacitances.

• Geometry (design methodology) constraints are introduced to reduce the overall 
complexity of the design process. Examples include the use of preferred wiring 
directions during routing, and the placement of standard cells in rows.

Types of constraints
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1.6 Algorithms and Complexity

• Runtime complexity: the time required by the algorithm to complete as a function of 
some natural measure of the problem size, allows comparing the scalability of various 
algorithms 

• Complexity is represented in an asymptotic sense, with respect to the input size n, 
using big-Oh notation or O(…)

• Runtime t(n) is order f (n), written as t(n) = O(f (n)) when

where k is a real number 

• Example: t(n) = 7n! + n2 + 100, then t(n) = O(n!) 
because n! is the fastest growing term as n ® ¥. 

Runtime complexity

k
nf
nt

n
=
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1.6 Algorithms and Complexity

• Example: Exhaustively Enumerating All Placement Possibilities

- Given: n cells

- Task: find a single-row placement of n cells with minimum total wirelength by using 
exhaustive enumeration.

- Solution: The solution space consists of n! placement options. If generating and 
evaluating the wirelength of each possible placement solution takes 1 µs and 
n = 20, the total time needed to find an optimal solution would be 77,147 years!

• A number of physical design problems have best-known algorithm complexities that 
grow exponentially with n, e.g., O(n!), O(nn), and O(2n).

• Many of these problems are NP-hard (NP: non-deterministic polynomial time)

- No known algorithms can ensure, in a time-efficient manner, globally optimal solution

Þ Heuristic algorithms are used to find near-optimal solutions

Runtime complexity
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1.6 Algorithms and Complexity

• Deterministic: All decisions made by the algorithm are repeatable, i.e., not random. 
One example of a deterministic heuristic is Dijkstra’s shortest path algorithm.

• Stochastic: Some decisions made by the algorithm are made randomly, e.g., using a 
pseudo-random number generator. Thus, two independent runs of the algorithm will 
produce two different solutions with high probability. One example of a stochastic 
algorithm is simulated annealing.

• In terms of structure, a heuristic algorithm can be

- Constructive: The heuristic starts with an initial, incomplete (partial) solution and 
adds components until a complete solution is obtained.

- Iterative: The heuristic starts with a complete solution and repeatedly improves the 
current solution until a preset termination criterion is reached.

Heuristic algorithms
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1.6 Algorithms and Complexity

Heuristic algorithms

Constructive Algorithm

Iterative Improvement

no

yes

Termination
Criterion Met?

Return Best-Seen Solution

Problem Instance

Initial Solution
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1.7 Graph Theory Terminology

Graph Hypergraph Multigraph

a
b

c

d e

f

g

b
e

d
a

c
f

a

b

c
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1.7 Graph Theory Terminology

Directed graphs with cycles Directed acyclic graph

c

a

b d

e

f

g a b

c

a

b d

e

f

g
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1.7 Graph Theory Terminology

Undirected graph with maximum node degree 3 Directed tree

a b

c

d
e

f

g

a

b c d

e f g h i j k
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1.7 Graph Theory Terminology

Rectilinear minimum spanning 
tree (RMST) 

Rectilinear Steiner minimum 
tree (RSMT) 

b (2,6)

a (2,1)

c (6,4) c (6,4)

Steiner point

b (2,6)

a (2,1)
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1.8 Common EDA Terminology

Netlist

a

b

x

y

z cN1 N2

N3

N4

(a: N1)
(b: N2)
(c: N5)
(x: IN1 N1, IN2 N2, OUT N3)
(y: IN1 N1, IN2 N2, OUT N4)
(z: IN1 N3, IN2 N4, OUT N5)

(N1: a, x.IN1, y.IN1)
(N2: b, x.IN2, y.IN2)
(N3: x.OUT, z.IN1)
(N4: y.OUT, z.IN2)
(N5: z.OUT, c)

Pin-Oriented Netlist Net-Oriented Netlist

N5
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1.8 Common EDA Terminology

Connectivity graph

a

b

x

y

z cN1 N2

N3

N4

N5

a

b

x

y

z c
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1.8 Common EDA Terminology

Connectivity matrix

a

b

x

y

z cN1 N2

N3

N4

N5

010000c
101100z
010211y
012011x
001100b
001100a

czyxba
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1.8 Common EDA Terminology

n nn yyxxd 1212 -+-=

Distance metric between two points P1 (x1,y1) and P2 (x2,y2)

P1 (2,4)

P2 (6,1)

dM = 7

121221 ),( yyxxPPdM -+-=

dM = 7

with n = 2:  Euclidean distance

n = 1:  Manhattan distance

dE = 5

2
12

2
1221 )()(),( yyxxPPdE -+-=
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Summary of Lecture 1

• IC production experienced huge growth since the 1960s 

- Exponential decrease in transistor size, cost per transistor, power per transistor, etc 

• IC design is impossible without simplification and automation 

- Row-based standard-cell layout with design rules 

- Traditionally, each step in the VLSI design flow has been automated separately by 
software (CAD) tools 

• Software tools use sophisticated algorithms 

- Many problems in physical design are NP-hard – solved by heuristic algorithms that 
find near-optimal solutions 

- Deterministic versus stochastic algorithms 

- Constructive algorithms versus iterative improvement 

- Graph algorithms – deal with circuit connectivity 

- Computational geometry – deal with circuit layout 


